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Abstract. In this paper we establish several sufficient conditions for the existence of a solution
to the linear and some classes of nonlinear complementarity problems. These conditions involve a
notion of the “exceptional family of elements” introduced by Smith [19] and Isac, Bulavski and
Kalashnikov [4], where the authors have shown that the nonexistence of the “exceptional family of
elements” implies solvability of the complementarity problem. In particular, we establish several
sufficient conditions for the nonexistence as well as for the existence of the exceptional family of
elements.
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1. Introduction

Complementarity theory, which has been studied intensively in the last several
decades, is generally considered to be a domain of applied mathematics. The com-
plementarity problem arises in a variety of contexts such as optimization, game
theory, economics, classical mechanics, stochastic optimal control, etc. [1, 5, 15].
The primary source of complementarity problems are equilibrium problems in
economics, physics and engineering and the necessary conditions for optimality
for mathematical programs.

Because of the many important applications of the complementarity problem,
the development of the conditions assuring the existence of a solution to this prob-
lem was always of big interest. So far many researchers have established a variety
of conditions for the solvability of the complementarity problem. These include
the existence conditions developed by Eaves [2], Kojima [11], Karamardian [8, 9],
Moré [12, 14], Habetler and Price [3], Pang [17] and several other authors.

Our study is motivated by the papers by Smith [20], and Isac, Bulavski and
Kalashnikov [4]. Smith introduced a concept of “exceptional sequence” for a con-
tinuous function and used it to investigate the conditions for the solution of the
complementarity problems. Isac, Bulavski and Kalashnikov extended the results
established by Smith to several kinds of complementarity problems proving that
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the nonexistence of the “exceptional family of elements” implies the solvability of
the complementarity problem.

The above result indicates that a definition of the set of conditions under which
continuous function does not possess the exceptional family of elements would
provide a new practical result in complementarity theory. This problem was invest-
igated in the paper [7]. We proved there that several classes of nonlinear functions
(for some of which it is known that the corresponding complementarity problem
has a solution), do not have the exceptional family of elements. In this paper we
consider a class of continuous functions, which are convex over the convex set
Rn+ \D, whereD is a compact set. This class of functions is broader than the class
of convex functions onRn+, although the most important case is obtained when the
functions are linear transformations. We establish several new sufficient conditions
for the nonexistence as well as for the existence of the exceptional family of ele-
ments. Furthermore, we show how these conditions can be used to determine the
existence of a solution to the linear complementarity problem.

The paper is organized as follows. In the next section several sufficient condi-
tions for the existence and nonexistence of the exceptional family of elements for
the considered class of the nonlinear complementarity problem are presented. An
algorithm to determine the existence of the exceptional family of elements, which
is based upon these conditions is proposed in Section 3. A numerical example and
results of some computational experiments with the algorithm on several LCP are
provided in Section 4. Conclusions are given in the last section.

The following notation is used throughout our paper. The symbolsRn andRn+,
denote then− dimensional Euclidean space and the nonnegative orthant ofRn,
respectively.ej is defined as a vector with the j-th coordinate being 1 and the others
being 0. The logic symbols∨, ∧, ∃, and∀ are defined according to the standard
notation as ‘or’, ‘and’, ‘exists’ and ‘for every’ correspondingly.

2. Exceptional Family of Elements for Linear and Nonlinear Functions

Let f : Rn+ → Rn, be a continuous mapping.
We will use the abbreviation EFE for the term ‘exceptional family of elements

for f ’, which has been defined in [4].

DEFINITION 2.1. [4]. We say that a set of points{xr}r>0 ⊂ Rn+ is an exceptional
family of elements forf with respect toRn+, if ‖xr‖ → +∞ asr →+∞, and for
eachr > 0, there existsµr > 0, such that
(i) fi(xr) = −µrxri , if xri > 0,
(ii) fi(xr ) > 0, if xri = 0.

LEMMA 2.1. [4]. For any continuous mappingf : Rn+ → Rn, there exists either
a solution to the nonlinear complementarity problem

NCP(f,Rn+) : findx0 ∈ Rn+ such thatf (x0) ∈ Rn+, and〈x0, f (x0)〉 = 0,
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or an exceptional family of elements forf with respect toRn+.

We will restrict now our considerations only to convex functions.
Let f : Rn+ → Rn, wheref = (f1, ..., fn), andfi , i ∈ I = {1,2, ..., n}, are

closed, proper convex functions.
Let 0+fi denote the cone of recession of the functionfi, i = 1, ..., n, i.e. 0+fi

is a set of all direction vectors along which the functionfi is nonincreasing [18].

LEMMA 2.2. [7]. Let fi : Rn → R, i = 1,2, ..., n be convex functions, and
J0 = {i|Rn+ ∩ 0+fi 6= ∅&∃xi ∈ Rn+, fi(xi) < 0}. Then
(i) If J0 = ∅ then there does not exist EFE forf .
(ii) If there exists suchj ∈ J0, that

ej ∈ 0+fj ∧ (∀i ∈ I \ {j}, (ej /∈ 0+fi) ∨ (ej ∈ 0+fi ⇒ fi(tej ) > 0,∀t))
∧ ∃t0 ∈ R, fj (t0ej ) < 0 (1)

then there exists an EFE forf .

Lemma 2.2 holds also if the convexity requirement is replaced by a weaker
assumption, namely that there exists a compact setD, such thatRn+ \D is convex
andfi, i = 1,2, ..., n, are convex overRn+ \D. The above assumptions on the sets
D andRn+ \ D remain valid throughout the paper. Generalized version of Lemma
2.2 is given in the Corollary 2.1 below.

COROLLARY 2.1. Letfi : Rn→ R, i = 1,2, ..., n be convex functions over the
convex setRn+ \D. Let us denoteI0 = {i|Rn+ ∩0+fi 6= ∅&∃xi ∈ Rn+ \D,fi(xi) <
0}. Then
(i) If I0 = ∅ then there does not exist EFE forf .
(ii) If there existsj ∈ I0, such that

ej ∈ 0+fj ∧ (∀i ∈ I \ {j}, (ej /∈ 0+fi) ∨ (ej ∈ 0+fi ⇒ fi(tej ) > 0,∀t))
∧ ∃t0 ∈ R, t0ej ∈ Rn+ \D,fj(t0ej ) < 0 (2)

then there exists an EFE forf.
Proof.Since the setI0 and condition (ii) in Corollary 2.1 are only slight modi-

fication of the setJ0 and condition (ii) in Lemma 2.2, the proof of the corollary is
similar to the proof of the latter lemma. 2

Let f, g : Rn → Rn be continuous mappings, wheref = (f1, f2, ..., fn) and
g = (g1, g2, ..., gn). We assume that the functionsfi, gi, (i = 1,2, ..., n), are
convex overRn.

Let us consider the following (implicit) complementarity problem, introduced
in [4].

ICP(f, g,Rn+) : find x0 ∈ Rn+ such that,g(x0) ∈ Rn+, f (x0) ∈ Rn+ and〈g(x0),
f (x0)〉 = 0.
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DEFINITION 2.2. [4]. A set of points{xr}r>0 ⊂ Rn is an exceptional family of
elements for the couple(f, g), if ‖xr‖ → +∞ asr → +∞, g(xr) > 0 for each
r > 0 and there existsµr > 0 such that fori = 1,2, ..., n
(i) fi(xr) = −µrgi(xr ), if gi(xr ) > 0;
(ii) fi(xr ) > 0, if gi(xr) = 0.

LEMMA 2.3. [4]. Letf, g : Rn → Rn be continuous mappings. If the following
assumptions are satisfied:
(i) the equationg(x) = 0 has a unique solutionx = b,
(ii) g maps a neighborhood of the pointb homeomorphically onto a neighborhood

of the origin,
then there exists either a solution of the problemICP (f, g,Rn+) or an exceptional
family of elements for the couple(f, g).

We will prove in the lemma below the generalization of the Lemma 2.2 to ICP
for the couple of functions(f, g) (see definition in [4]), provided thatD = ∅.

Let the symbolD=gi denote the constancy space ofgi(x), i.e. D=gi = {y ∈
Rn|y ∈ 0+gi ∧ −y ∈ 0+gi} [18].

THEOREM 2.1. Let f, g : Rn → Rn, wheref = (f1, ..., fn), g = (g1, ..., gn),
fi, gi, i ∈ I = {1,2, ..., n}, be continuous convex functions overRn. Assume that
g(x) satisfies conditions (i) and (ii) of Lemma 2.3.

Let I g0 = {i|0+fi 6= ∅ ∧ ∃xi ∈ Rn, fi(xi) < 0, gi (xi) > 0}. Then
(i) If I g0 = ∅ then there does not exist an EFE for the couple(f, g) and the

ICP (f, g,Rn+) problem has a solution.
(ii) If there existsj ∈ I g0 , such that

ej ∈ 0+fj ∧ ∃t0 ∈ R, t0ej ∈ Rn, fj (t0ej ) < 0

∧ (ej /∈ 0+gj ∨ (∃tj , gj (tej ) > 0,∀t > tj ))
∧ (∀i ∈ I \ {j},

(ej /∈ 0+fi) ∨ (ej ∈ 0+fi ⇒ fi(tej ) > 0,∀t)
∧ (ej ∈ D=gi ∧ ∃t̄i , t̄iej ∈ Rn, gi(t̄iej ) = 0)) (3)

then there exists an EFE for the couple(f, g).
Proof. (i) We will prove first that if there does not exist a functionfi with a

nonempty cone of recession, such that there existsxi ∈ Rn, fi(xi) < 0, and
gi(x

i ) > 0, then there does not exist an EFE for(f, g). The proof is by contradic-
tion. Let {xr}r>0 be an exceptional family of elements for the couple(f, g). From
the assumption (i) of Lemma 2.3 and the convexity ofgi, i = 1, ..., n, it follows
that there exist indicesi andr0 such that

gi(x
r ) > 0,∀r > r0. (4)

The definition of the EFE thus implies

fi(x
r) = −µrgi(xr ) < 0, r > r0 (5)
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with ‖xr‖ → ∞. This implies that the level set offi is unbounded and con-
sequently 0+fi 6= ∅. Inequalities (4) and (5) withxi = xrτ , (wherexrτ ∈ Rn),
give thatfi(xi) < 0 andgi(xi) > 0, which implies thatI g0 6= ∅. This proves the
first part of the lemma.

(ii) Now we will prove that if condition (3) is satisfied, then there exists an
exceptional family forf. Let j ∈ I0 satisfy (3), and letx(t) = tej , t > t0.
Conditionsej ∈ 0+fj and∃t0, t0ej ∈ Rn, fj (t0ej ) < 0 imply that

fj (x(t)) < 0,∀t > t0. (6)

From the assumption∀i ∈ I \ {j}, ej ∈ D=gi ∧ ∃t̄i , t̄iej ∈ Rn, gi(t̄iej ) = 0 it
follows that

∀i, i 6= j, gi(x(t)) = 0,∀t. (7)

We will prove that

∃ti , fi(x(t)) > 0, ∀t > ti . (8)

Let us first consider a case whenej /∈ 0+fi, i 6= j . Then by convexityfi is unboun-
ded from above along every line with the direction vectorej . Therefore (8) holds.
On the other hand, ifej ∈ 0+fi, then by assumptionej ∈ 0+fi ⇒ fi(tej ) > 0, ∀t ,
which implies that inequality (8) holds also in this case.

Now, the alternativeej /∈ 0+gj ∨ (∃tj , gj (tej ) > 0,∀t > tj ) implies that

∃t̂j , gj (tej ) > 0,∀t > t̂j . (9)

In fact, any unbounded sequence on the half-linex(t) will satisfy conditions of the
EFE for (f, g). It can be shown by considering identity

fj (x(tr )) = fj (x(tr ))

gj (x(tr ))
gj (x(tr ))

and substitutingxr = x(tr ) and

µr = −fj (x(tr ))
gj (x(tr ))

, tr > max{t0, t̂j }

in the expression (i) of the Definition 2.2 of the EFE for the couple(f, g).We note
that (6) along with (9), impliesµr > 0, for tr > max{t0, t̂j }. Moreover, relations
(7) and (8) assure that conditions (ii) in the definition of the EFE for the couple
(f, g) are satisfied. Because relation (8) holds fort > ti , then finally we choose
tr > max{t0, t̂j , ti , i = 1, ..., n, i 6= j, r}. Moreover,‖xr‖ = tr , so‖xr‖ → ∞,
if r →∞. 2

In Lemma 2.4 and Theorems 2.2, 2.3 and Corollary 2.2 below we assume that
f : Rn+ → Rn, wheref = (f1, f2, ..., fn) and that allfi are continuous functions,
convex over the convex setRn+ \ D, whereD is a compact set. We first prove the
following lemma which will be used in Theorem 2.3 and consequently in the proof
of the Algorithm A.
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LEMMA 2.4. Letfi : Rn→ R, be convex over the convex setRn \D. Let {xr} ∈
EFE, and{ xrj‖xrj ‖} denote convergent subsequence of the sequence{ xr‖xr‖ } and x̄ will

be its limit. For all i ∈ Ī= {i|x̄i > 0}, we have that̄x∈ 0+fi.
Proof. The proof will be by contradiction. Suppose thatx̄ /∈ 0+fi for some

i ∈ Ī . This implies thatx̄ is a direction of increase forfi, overRn+ \ D, which by
Theorem 8.6 in [18] allows us to conclude thatfi is unbounded from above along
any half-line with the direction̄x.

It follows from i ∈ Ī , that

∃r0,∀rj > r0, xri > 0. (10)

By Definition 2.1, we have

fi(x
rj ) = −µrj xrji < 0, ∀rj > r0. (11)

Since‖xrj ‖ → +∞, asrj →∞ andx̄ /∈ 0+fi, we know that

lim
rj→∞

fi(‖xrj ‖x̄) = +∞.

So for arbitrarily largeM > 0, there existsr1 such that∀rj > r1 we have

fi(‖xrj‖x̄) > M.
By continuity offi and x

rj

‖xrj ‖ → x̄, we have∃r̄ > max{r0, r1} such that

fi

(
xrj

‖xrj ‖‖x
rj ‖
)
>
M

2
, ∀rj > r̄,

e.g.,

fi(x
rj ) >

M

2
,

which contradicts to (11).
This ends the proof of the lemma. 2

COROLLARY 2.2. Letfi : Rn→ R, be convex over the convex setRn \D. If for
giveni ∈ I, and {xr } ∈ EFE, there exists a subsequence{xrj } of {xr} such that
x
rj
i > 0,∀j, then forx̄ = limj→∞ x

rj

‖xrj ‖ we havex̄ ∈ 0+fi.
Proof. Proof follows directly from the observation that in the proof of Lemma

2.4 we based only on the relation (10), not requiring thatx̄i > 0. 2
THEOREM 2.2. Let fi : Rn → R, be convex overRn \ D. Let us defineI0 =
{i|Rn+ ∩ 0+fi 6= ∅&∃xi ∈ Rn+ \D,fi(xi) < 0}. If the following three assumptions
are satisfied:
(i) I0 6= ∅,
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(ii) ∀j ∈ I0 the relation in (2) is not satisfied,
(iii)

I1 = {(j, k), j, k ∈ I0, j 6= k|∃s > 0, s ∈ 0+fl, l = j, k, ∃xjk ∈ Rn+ \D,
fl(xjk) < 0, l = j, k} = ∅,

then there does not exist an EFE forf and consequentlyNCP(f,Rn+) prob-
lem has a solution.

Proof.Let us assume that assumptions (i)–(iii) are satisfied. We will prove that
in this case there does not exist an EFE. The proof will be by contradiction. Under
the assumption thatI1 = ∅, we have that∀j, k, j 6= k, either there is no such
s > 0, that

s ∈ 0+fj ∩ 0+fk,

or there does not exist a pointxjk ∈ Rn+ \D, such thatfk(xjk) < 0, fj (xjk) < 0.
Let {xr } be a sequence in EFE forf, wherexr ∈ Rn+ \ D, and let{x̄r} be such

subsequence of the sequence{xr}, that for some indexj , all j -th coordinates are
positive andx̄rj → ∞. We will show that for indicesl, such thatl 6= j , there can
be only finite number of positive coordinatesx̄rl in the sequence{x̄r}. To this end
note that otherwise for some unbounded subsequence{x̃r} of {x̄r} (corresponding
to the components̄xrl > 0, wherex̄r = (x̄r1, x̄r2, ..., x̄rn)), we would have

fl(x̃
r ) = −µrx̃rl < 0 and fj (x̃

r ) = −µrx̃rj < 0, ∀r.
Because‖x̃r‖ → ∞, the last two inequalities along with the fact thatx̃r ∈ Rn+
imply that

x̃r ∈ Rn+ ∩ Sl ∩ Sj , whereSl = {x|fl(x) < 0} and Sj = {x|fj (x) < 0},
which proves thatRn+ ∩ Sl ∩ Sj is an unbounded convex set. It follows thatRn+ ∩
Sl ∩ Sj contains a half-line, which gives that there existss, such that

s ∈ 0+fj ∩ 0+fk ∩ Rn+.
In particular any accumulation point of the sequence{ x̃r‖x̃r‖} satisfies the latter re-
lation. ConsequentlyI1 6= ∅, which contradicts the assumption. Thus, it follows
that if I1 = ∅, then every infinite subsequence of the sequence which has all j-
th coordinates positive, has the remaining coordinates equal zero (except possible
finite number of elements). Clearly, this subsequence is an EFE forf . Note, that
we havex̄

r

x̄rj
= ej , ∀r and thereforeej ∈ 0+fj . Since by assumption (ii) condition

(2) does not hold, then

∃k ∈ I0, k 6= j, ej ∈ 0+fk, and ∃t0 > 0, fk(t0ej ) < 0. (12)

Therefore

ej ∈ 0+fj ∩ 0+fk,
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and thatxrj x
r
k = 0,∀r (as otherwise for somer0, fj (xr0) < 0 and fk(xr0) < 0

and thereforeI1 6= ∅). Because all elements of the sequence{x̄rk} are zeros, then it
follows that the functionfk is nonnegative along{x̄r }. On the other hand relation
(12) implies thatfk(tej ) < 0, ∀t > t0, which contradicts earlier conclusion that
fk(tej ) > 0, for t = x̄rj , ∀r. This completes the proof of the Theorem 2.2. 2
THEOREM 2.3. Let fi : Rn → R, be convex over the convex setRn \ D. Let
us defineI0 = {i|Rn+ ∩ 0+fi 6= ∅&∃xi ∈ Rn+ \ D,fi(xi) < 0}. If the following
conditions hold:
(i) I0 6= ∅,
(ii) ∀j ∈ I0 the relation in (2) is not satisfied.
(iii)

I1 = {(j, k), j, k ∈ I0, j 6= k|∃s > 0, s ∈ 0+fl, l = j, k, ∃xjk ∈ Rn+ \D,
fl(xjk) < 0, l = j, k} 6= ∅,

(iv)

YI1 =
{
y|y > 0, y ∈ 0+fτ , τ = j, k, (j, k) ∈ I1 ∧ lim

t→∞
yjfk(ty)

t

= lim
t→∞

ykfj (ty)

t
, (yj , yk) 6= 0)

}
= ∅,

then there does not exist an EFE forf andNCP(f,Rn+) has a solution.
Proof. Suppose that it is opposite, namely that there exists{xr } ∈ Rn+ \ D,

which belongs to the EFE forf andYI1 = ∅. Let {xr} ∈ EFE, and
{

x
rj

‖xrj ‖
}

denote

convergent subsequence of the sequence
{

xr

‖xr‖
}

and x̄ be its limit. Let i ∈ Ī=
{i|x̄i > 0}.

Let k ∈ {j |j ∈ Ī } and

{
x
r′
i

‖xr′i ‖

}
be such subsequence of the sequence

{
xri

‖xri ‖
}

that

all coordinates{xr
′
j

k } are strictly positive. Let’s proceed with choosing subsequences

from the sequence

{
x
r′
i

‖xr′i ‖

}
so that as a result we will obtain a sequence

{
x̃r

‖x̃r‖
}

where for some set̃I ⊂ I, we have thatx̃rτ > 0, ∀r, ∀τ ∈ Ĩ , and xrl = 0,
∀r, ∀l /∈ Ĩ . It follows that the set̃I has more than one element. Indeed, ifĨ = {k},
then it follows that condition (2) is satisfied withj = k. This however contradicts
assumption (ii).

This is clear that‖x̃r‖ → ∞, with r →∞ and that{x̃r } belongs to the EFE for

f. Because
{

x̃r

‖x̃r‖
}

is a subsequence of the sequence

{
x
r′
i

‖xr′i ‖

}
we have that{

x̃r

‖x̃r‖
}
→ x̄.
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Let us define the set̄I1 = {i|(i, j) ∈ I1 ∨ ∃j ∈ I1, (j, i) ∈ I1}. Lemma 2.4 shows
that x̄ ∈ 0+fi,∀i ∈ Ī and from the Corollary 2.2, we get thatx̄ ∈ 0+fi,∀i ∈ Ĩ ⊂
Ī1, and thatĪ ⊂ Ĩ ⊂ Ī1. BecauseYI1 = ∅ andI1 6= ∅, we have that for(j, k),
wherej, k ∈ Ĩ

lim
t→∞

x̄jfk(tx̄)

t
6= lim

t→∞
x̄kfj (tx̄)

t
, (13)

On the other hand, because the sequence{x̃r} belongs to the exceptional family
of elements and indicesj andk belong toĨ , then

fj (x̃
r ) = −µrx̃rj ,

fk(x̃
r ) = −µrx̃rk ,

which implies that

x̃rj

‖x̃r‖ (fk(x̃
r ))− x̃rk

‖x̃r‖(fj (x̃
r )) = 0, ∀r.

Dividing both sides of the latter equation by‖x̃r‖ and taking the limit of the left-
side of the equation, withr →∞, yields

lim
r→∞

x̃rj

‖x̃r‖
(
fk(x̃

r )

‖x̃r‖
)
− lim

r→∞

(
x̃rk

‖x̃r‖
fj (x̃

r )

‖x̃r‖
)
= 0, ∀r. (14)

Given that‖x̃r‖ → ∞ with r → ∞ and that limr→∞
x̃rτ
‖x̃r‖ = x̄τ , τ = j, k it

follows that the equation (14) contradicts the inequality (13). This completes the
proof of the theorem. 2

In the LCP important role play so called P-matrices and S-matrices (and closely
related to themP0 andS0-matrices, respectively) [1,10,13,14]. The theorem below
shows some relationship between the S-matrices and the setI0.We recall that A is
an S-matrix if, and only if, the linear complementarity problem

x > 0, Ax − b > 0, xT (Ax − b) = 0

is feasible for allb ∈ Rn. Equivalently,A ∈ Rn×n is an S-matrix if there is an
x 6= 0, such thatx > 0 andAx > 0, while A ∈ Rn×n is anS0−matrix if there is
anx 6= 0, such thatx > 0 andAx > 0.

THEOREM 2.4. (i) If I0 = ∅ andb > 0, thenA is an S-matrix.
(ii) If I0 = ∅ thenA is anS0-matrix.
Proof. If I0 = ∅ andb > 0, thenaTi s > 0 for everys > 0 and everyi ∈ I,

which implies that the systemAs > 0, s > 0 has a solution. Thus it follows from
the definition thatA is anS−matrix. To show the part (ii) it is enough to note that
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if I0 = ∅, thenaTi s > 0 for everys > 0, i ∈ I, which implies that the system
As > 0, s > 0 has a nonzero solution. ThereforeA is anS0−matrix. 2

The theorem below provides some properties of theP−functions related to the
cone of recession offi, i ∈ I. LetRn++ denote the set of allx ∈ Rn with x > 0.We
recall thatfi, i ∈ I is called faithfully convex [19], if it is affine on a line segment
only if it is affine on the whole line containing that segment.

THEOREM 2.5. (i) If a functionf : Rn+→ Rn is a P-function andfi, i = 1, ..., n
are convex over convex setRn+ \D, then

B = Rn+ ∩
n⋂
i=1

0+fi = ∅.

Consequently∀i ∈ I, ∃j ∈ I, such thatei /∈ 0+fj .
(ii) If a function f : Rn+ → Rn is a P0−function andfi, i = 1, ..., n are

faithfully convex over convex setRn+ \D, then

B0 = Rn++ ∩
n⋂
i=1

(0+fi \D=fi ) = ∅.

Proof. (i) Let us suppose that the opposite is true, that is a functionf (convex
onRn+ \D), is a P-function andB 6= ∅. SinceRn+ \D is fulldimensional, then for
anys ∈ B there existx, y ∈ Rn+ \D, such thats = x − y. Thusx − y ∈ Rn+, and
consequentlyxi > yi, ∀i. Fromx − y ∈ 0+fi, and convexity offi overRn+ \D it
follows thatfi(x) 6 fi(y), ∀i. Therefore,

(yi − xi)(fi(y)− fi(x)) 6 0,

for all i, which contradicts the definition of P-function. The second statement in
part (i) of the theorem follows directly.

(ii) If f is aP0-function andB0 6= ∅ then fors ∈ B0 there existx, y ∈ Rn+ \D,
such thats = x − y. Thusx − y ∈ Rn++, which implies thatxi > yi, ∀i. From
x − y ∈ ⋂n

i=1(0
+fi \ D=fi ) and the assumption thatfi is a faithfully convex on

Rn+ \D it follows that the function is strictly decreasing along every half-line with
the direction vectory − x. Thusfi(y) > fi(x), ∀i, and consequently

(yi − xi)(fi(y)− fi(x)) < 0,

which contradicts the definition of theP0-function. 2
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3. An Algorithm to Determine the Existence and Nonexistence of the EFE
for the Linear Transform

The results obtained in the Lemmas 2.2, 2.4, and Theorems 2.2 and 2.3 not only
provide new theoretical results on the existence of the solution to the linear and
some class of nonlinear complementarity problems but, as demonstrated below,
they can be used in the form of the algorithm to determine the existence of the
exceptional family of elements for the affine transformationf (x) = Ax−b,where
A ∈ Rn×n, b ∈ Rn.

Now we will restrict our considerations only to the linear functions, that is
fi(x) =aTi x − bi, whereai ∈ Rn, bi ∈ R, for i = 1,2, ..., n.

Thus we consider the linear complementarity problem defined as:

LCP(Ax − b,Rn+) : find x0>0 such thatAx0− b>0 andxT0 (Ax0 − b)=0,

where the matrixAT = [aij ] ∈ Rn×n consists of the column vectorsai, i = 1, ...n,
andb = [bi] ∈ Rn.

We also assume thatD = ∅. In this case 0+fi = {s ∈ Rn|aTi s 6 0} and the set
I0 defined in previous section has a formI0 = {i|∃s > 0,s 6= 0, aTi s 6 0, ∃xi0 ∈
Rn+, aTi xi0 < bi}

Let us defineejk = αjej + αkek, αj , αk > 0, ande′jk = α′j ej + α′kek, where
α′l > 0, l = j, k.

The following algorithm provides sequence of sufficient conditions for the ex-
istence and nonexistence of the EFE for the linear transforms, which by Lemma 2.1
are sufficient conditions for the existence of the solution to theLCP(Ax − b,Rn+)
problem.

ALGORITHM A

Step 1.If I0 = ∅ then there does not exist EFE forf (and consequentlyLCP(Ax−
b,Rn+) has a solution). If there existsj ∈ I0, such that

aTj ej 6 0, aTi ej > 0, i 6= j, ∃t0 ∈ R, aTj t0ej < bj , a
T
i ej = 0⇒ bi 6 0

(A1)

then there exists an EFE forf .

Step 2.Consider the set

I1 = {(j, k), j, k ∈ I0, j 6= k|∃s > 0, aTl s 6 0, l

= j, k, ∃xjk ∈ Rn+, aTl xjk < bl, l = j, k}.
If I1 = ∅ then there does not exist an EFE forf (and consequently solution to

LCP(Ax − b,Rn+) exists).
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Let

YI1 = {y|y > 0, aTτ y 6 0, τ = j, k, (j, k) ∈ I1 ∧ yjaTk y
= ykaTj y ∧ (yj , yk) 6= 0}.

If YI1 = ∅ then there does not exist an EFE, which implies that the solution to
LCP(Ax − b,Rn+) exists.

Consider all pairs(j, k), where(j, k) ∈ I1, such that for someαl > 0, α′l >,
l = k, j, the vectorsejk = αjej + αkek, e′jk = α′j ej + α′kek satisfy

aTτ ejk 6 0, τ = j, k ∧ (∀i ∈ I \ {j, k}, aTi ejk > 0), aTτ e
′
jk < bτ ,

τ = j, k, (aTi ejk = 0⇒ aTi e
′
jk > bi). (A2)

Let S1 denote the set of vectorsejk satisfying (A2). IfS1 = ∅ then go to Step 3.
If S1 6= ∅ then verify whether there exists a vectory = ejk in the setYI1 ∩ S1,

such that the equation

yj (a
T
k ty − bk) = yk(aTj ty − bj ), ∀t > 0 (A3)

(wherey = (y1, y2, ...., yn)), is satisfied and if there exists̄xjk= e′jk satisfying

x̄
j

jk(a
T
k x̄jk − bk) = x̄kjk(aTj x̄jk − bj ) (A4)

andaTl x̄jk < bl, l = j, k. If such a pair(j, k) exists then there exists an EFE forf .

Step 3. Consider the set

I2 = {(j, k, l)|(j, k), (k, l), (j, l) ∈ I1, j 6= k 6= l, ∃s > 0, aTτ s 6 0, τ

= j, k, l, ∃xjkl ∈ Rn+, aTτ xjkl < bτ , τ = j, k, l}.
If I2 = ∅ then there does not exist an EFE andLCP(Ax − b,Rn+) has a solution.

Let us define

YI2 = {y|y > 0, aTτ y 6 0, τ = j, k, l, (j, k, l) ∈ I2

∧ (yj aTτ y = yτ aTj y, τ = k, l, ykaTl y = ylaTk y) ∧ (yj , yk, yl) 6= 0}.
If YI2 = ∅ then there does not exist an EFE andLCP(Ax − b,Rn+) is solvable.2

We omit the proof of the algorithm for Step 1, and for this part of the Step
2 which involves checking whether or not the setsI1 andYI1 are empty. These
parts of the proof follow directly from Lemma 2.2 and Theorems 2.2 and 2.3 with
fi(x) = aTi x − bi.

In the next theorem we give the proof of the remainder of the Step 2 of the
algorithm. The proof of the Step 3 is analogous to the proof of the first part of the
Step 2.
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THEOREM 3.1. If Algorithm A terminates in Step 2 withS1 6= ∅ and the equa-
tions (A3)–(A4) are satisfied, then there exists an EFE forf .

Proof. Suppose that the vectory = ejk ∈ YI1 ∩ S1 and satisfies conditions
(A3) and x̄jk = e′jk satisfies condition (A4). Condition (A2) assures that the line
x(t) = x̄jk + ty, t > 0, satisfiesaTj x(t) < bj andaTk x(t) < bk, ∀t > 0 and

∀i, i 6= j, k, ∃ti , aTi x(t) > bi, ∀t > ti .
The latter inequality is satisfied because the vectorejk satisfies the inequality
aTi ejk > 0, along with the implication (aTi ejk = 0⇒ aTi e

′
jk > bi,∀i 6= j, k.)

We will now show that any sequence{xr} of points lying on the linex(t) =
e′jk + tejk, t > t0 belongs to the EFE.

Note that the condition (A3) assures that the vectorejk is a direction of con-
stancy for the function

Gjk(x) = xj (aTk x − bk)− xk(aTj x − bj ).
This means that the functionGjk(x) is constant along the half-linex(t) = e′jk +
tejk, t > t0, i.e.Gjk(x(t)) = C,∀t , where C is a constant number. From equality
(A4) it follows thatC = 0. Now, equalityGjk(x(t)) = 0, implies that

fj (x(tr ))

(α′j + trαj )
= fk(x(tr ))

(α′k + trαk)
.

Let’s write

fj (x(tr )) =
aTj x(tr )− bj
(α′j + trαj )

(α′j + trαj ), (16)

and

fk(x(tr )) = aTk x(tr )− bk
(α′k + trαk)

(α′k + trαk). (17)

Substitution of

fk(x(tr ))

(α′k + trαk)
= −µr

andxrk = α′k + trαk andxrj = α′j + trαj in (16)–(17) proves that any unbounded
sequence on the linex(t) belongs to the EFE forf .

This completes the proof of the theorem. 2
Algorithm A can be directly extended to the higher number of steps, involving

m−touples(j1, ..., jm) in them−th step. We note that although such an algorithm
would terminate in at mostn iterations, the implementation of further steps would
require further study.
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4. Examples

Algorithm A has been tested on various LCP problems studied in the literature.
In particular we investigated the performance of the algorithm on most of the
problems in [1], as well as on two problems given in [6, 16]. Because all tested
problems were low dimensional, the algorithm terminated in either the first, second
or very rarely in the third step.

We illustrate the algorithm on some of the tested problems.

EXAMPLE 4.1 (Problem 4.6.4 in [1]).Consider the following LCP problem which
has a solution. The matrix is positive, strictly semimonotone, although it is not a
P-matrix.

A =


2 3 3 2
2 2 2 3
2 3 3 1
1 1 1 2

 , b = (10,12,9,8)T .

It follows immediately thatI0 = ∅, which indicates that the corresponding LCP
has a solution. BecauseI0 = ∅ for everyb then the LCP is solvable for every value
of b.

EXAMPLE 4.2 (Problem 4.11.8 in [1]).This problem has been used to demon-
strate Murty’s last index method.

A =
.2 0 .2
.2 .1 0
0 .2 .1

 , b = (1,1,1)T .

Step 1. It is easily seen thatI0 = I.Conditions (A1) are not satisfied for anyj ∈ I0.

Step 2. It follows immediately thatI1 = ∅, which shows that LCP has a solution.
Moreover, it has a solution for every positive value ofb, because the outcome of
both steps of the algorithm does not depend onb for this matrix as long asb > 0.

EXAMPLE 4.3 (Problem 5.1 in [6]).Consider the following problem which is feas-
ible but not solvable

A =
(−1 1

1 1

)
, b = (2,1)T .

The Step 1 givesI0 = {1}. The set of conditions (A1) is clearly satisfied by the
vectore1, which shows that there exists EFE. Also for this problem, the outcome of
the Algorithm would be the same for arbitrary vectorb.

EXAMPLE 4.4 (Problem 4.11.13 in [1]).Consider LCP in which

A =
21 0 0

28 14 0
24 24 12

 , b = (1,1,1)T .
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Step 1. It is easily seen thatI0 = {1,2} 6= ∅. There is noj ∈ I0 satisfying
conditions (A1).
Step 2. It follows immediately thatI1 = {(1,2)} 6= ∅, and thatYI1 = ∅. The
latter relation follows from the fact that the only solution to the homogeneous
system corresponding to the first two rows of the matrix isy = (0,0, y3), y3 > 0.
Therefore, the LCP has a solution. It is clear that the outcome of the algorithm will
be the same for arbitrary vectorb = (b1, b2, b3), with b1 > 0, b2 > 0.

5. Final Remarks

The performance of the algorithm has been tested on number of LCP problems. The
solution of these problems required at most three steps of the algorithm, which may
be due to the fact they were either low dimensional or the matrix A had a special
structure (e.g. A was a sparse matrix), assuring that either the number of elements
in the setsI0 or I1 was small or the conditions occuring in Steps 2 and 3 were easy
to check. Implementation of higher steps (including this part of the Step 2 which
involves the setS1 and relations (A3) and (A4)), requires further study. Relatively
straightforward is the implementation of checking whether or not the setIm−1 is
empty.

Another open problem is to generalize results stated in Theorems 2.2, 2.3 and
3.1 to theICP (f, g,Rn+) problem.
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